
1. Introduction
The Southern Ocean plays a significant role in the global carbon cycle. Around 40% of oceanic uptake of anthro-
pogenic carbon dioxide (CO2) occurs in the waters south of 35°S (DeVries, 2014). Ekman divergence driven 
by strong westerly winds leads to a combination of upwelling and downwelling of natural and anthropogenic 
carbon, respectively. Consequently, the Southern Ocean is a strong CO2 sink between 35 and 55°S, although the 
picture is not as clear at higher latitudes (Gruber et al., 2019). Historically, observations from this remote region 
have been strongly biased towards summer and limited spatially, particularly in the seasonally ice-covered areas. 
Data from autonomous biogeochemical floats deployed by the Southern Ocean Carbon and Climate Observa-
tions and Modeling (SOCCOM) project showed a stronger wintertime outgassing of carbon dioxide at high 
latitudes than expected, leading to a low Southern Ocean annual mean carbon uptake (Bushinsky et al., 2019; 
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Gray et al., 2018). However, another recent study based on airborne measurements found strong Southern Ocean 
annual mean carbon uptake (Long et al., 2021).

Air-sea carbon fluxes are computed from the difference in CO2 partial pressure (pCO2) between the atmosphere 
and the ocean multiplied by a gas transfer velocity and the solubility of CO2 in the ocean (Gray et al., 2018; 
Gruber et al., 2019). Since these last two parameters are strictly positive, the sign of the air-sea flux depends 
solely on the air-sea gradient in pCO2. Spatio-temporal variability in atmospheric CO2 is small compared to vari-
ability in surface ocean pCO2 (Takahashi et al., 1997). Therefore, oceanic pCO2 primarily determines seasonal 
and regional variations in air-sea carbon fluxes (Takahashi et al., 2002).

The dominant mode of variability for both surface ocean pCO2 and air-sea carbon flux is the seasonal cycle 
(Gruber et al., 2019). Seasonal changes in ocean pCO2 can be separated into thermal and non-thermal compo-
nents using the well-known thermal sensitivity of pCO2 (Takahashi et al., 1993). The thermal component is in 
phase with seasonal temperature changes. Colder waters have a higher dissolved carbon solubility leading to 
lower pCO2 for the same amount of dissolved carbon dioxide. The non-thermal component is dominated by 
changes in dissolved inorganic carbon (DIC), and thus peaks in winter due to respiration and entrainment of 
subsurface carbon (Takahashi et al., 2002). South of the Sub-Antarctic front, pCO2 seasonality is driven primarily 
by the non-thermal component (Gruber et al., 2019; Prend, Hunt, et al., 2022). Therefore, surface DIC variability 
is central to understanding high-latitude Southern Ocean air-sea carbon fluxes.

In order to understand air-sea carbon flux variations, it is useful to quantify the processes that alter mixed-layer 
DIC concentration. A range of tracer budgets have been used for this purpose across diverse space and time 
scales. As the necessary data is more readily available, there have been numerous DIC budgets constructed from 
model output, including from coupled models (Dufour et al., 2013; Hauck et al., 2013; Levy et al., 2013), ideal-
ized models (Bronselaer et al., 2018) and data-assimilating models (Carroll et al., 2022; DeVries, 2014; Jersild 
& Ito, 2020; Rosso et al., 2017). However, these model-based budgets often average the entire ocean south of a 
given latitude (usually 44°S) and are computed over a fixed depth. These modeling studies show that both biolog-
ical and physical processes drive DIC variations, but no clear quantitative agreement has been reached about 
the leading order terms. In the high-latitude Southern Ocean, a small number of observation-based DIC budgets 
have been constructed using mooring data (Yang et al., 2021), shipboard sections (Brown et al., 2015; Jouandet 
et al., 2008; McNeil & Tilbrook, 2009; Munro et al., 2015), autonomous float data (Prend, Gray, et al., 2022; 
Williams et al., 2018) or a combination of methods (Merlivat et al., 2015; Shadwick et al., 2015). However, the 
limited number of studies, as well as the different characteristics of the budgets constructed, preclude any specific 
conclusions aside from the strong seasonality in the processes driving mixed layer DIC variations. Further-
more, no previous study has provided a large-scale view of Southern Ocean DIC fluxes based on year-round and 
circumpolar observations.

Recognizing the paucity of year-round biogeochemical data in the Southern Ocean, the SOCCOM project began 
deploying sea ice-enabled autonomous biogeochemical profiling floats in 2014. Since then, a new database has 
been growing that can be used to shed light on the carbon cycle in this hard-to-reach environment. In this study, 
we build a monthly mixed layer DIC budget using SOCCOM float data, complemented with atmospheric reanal-
ysis. This framework allows us to investigate the processes that determine the seasonal cycle of carbon fluxes in 
different regions; namely, the Sea Ice Zone (SIZ) and Antarctic Southern Zone (ASZ), which are delimited by 
the Polar Front (PF) and winter sea ice edge (SIE) (Figure 1a). Section 2 covers the data sets used in this study. 
Section 3 elaborates on the budget framework, Section 4 presents the results on both annual and seasonal time 
scales, and Section 5 discusses the implications of our results.

2. Data Sets
2.1. Float Data

In this study, we use in situ data from the December 2020 snapshot of the SOCCOM Project data set (https://doi.
org/10.6075/J0B27ST5). This snapshot covers the period from January 2014 to 22 December 2020 and contains 
data from 201 autonomous biogeochemical profiling floats. SOCCOM floats measure temperature (T), pressure 
(P) and salinity (S) over the top 2,000 m of the water column, every 10 days, similar to a typical Argo float. 
However, they also carry sensors for dissolved oxygen (O2), nitrate, pH, chlorophyll fluorescence, and optical 
backscatter. Floats sample unevenly in the vertical, so all profiles are linearly interpolated onto a regular depth 
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Figure 1. (a) Location of available float profiles with good pH data (i.e., where dissolved inorganic carbon (DIC) can be 
estimated), colored by zone (SIE: Sea Ice Edge, PF: Polar Front, SAF: Subantarctic Front). (b) Number of profiles available 
for analysis per month and per zonal region (c) Monthly and spatially averaged DIC concentration for the ASZ and SIZ (ASZ: 
Antarctic Southern Zone, SIZ: Sea Ice Zone).
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axis with 5 m resolution in the upper 500 m, 10 m resolution from 500 to 1,000 m, 50 m resolution from 1,000 
to 1,500 m, and 100 m resolution from 1,500 to 2,000 m. We only consider profiles with good pH data (i.e., 
where DIC content can be estimated), which leaves us with 7,029 profiles from 132 floats, reasonably well 
spatially distributed in the Southern Ocean (Figure 1a). We separate profiles according to the month and the 
zone (see Section 3.2) and obtain about 100 profiles per category (Figure 1b). We download a delayed-mode 
quality-controlled snapshot of the SOCCOM data (Maurer et al., 2021) and keep only the data flagged “Good” 
except for latitude and longitude, where we additionally keep under-ice data labeled “Questionable.”

2.2. Ancillary Data

Monthly composites of the ERA5 reanalysis product, covering the period of January 2014 to December 2020, 
are used to create climatological seasonal cycles of eastward and northward wind stress, sea ice fraction, and 
evaporation and total precipitation rate (Hersbach et al., 2020). Monthly composites of the ORAS5 global ocean 
reanalysis product, also covering the period of January 2014 to December 2020, are used to create climatological 
seasonal cycles of eastward and northward sea ice velocity, sea ice fraction, and sea ice thickness (Zuo et al., 2019). 
Monthly fields from the Roemmich-Gilson Argo Climatology (RGAC) for the period of January 2014 to Decem-
ber 2020 are used to compute an average monthly climatology of potential temperature, which is used to estimate 
frontal positions (Roemmich & Gilson, 2009). A gridded product of geostrophic velocity updated from Gray and 
Riser (2014) with improved mapping and additional data points is used in the geostrophic transport calculations (see 
Section 3.3.3). Finally, we use the bathymetry from the ETOPO1 Global Relief Model (Amante & Eakins, 2009).

3. Budget Framework and Analysis Methods
In order to create a monthly climatology of the mixed layer budgets of carbon and oxygen, we use a box model 
framework with boxes defined by the Polar Front and the maximum sea ice extent. Thus, averaging over a 
region is roughly equivalent to applying a zonal average. Consequently, horizontal fluxes of carbon and oxygen 
need only be defined at the box's northern and southern edges (Figure 1a). Available float data are selected for 
a particular box (i.e., zonal region) and then averaged for each month, combining all available years to get a 
climatological seasonal cycle for each zone. We derive the mixed layer budget equation by volume integrating 
the tracer conservation equation for an arbitrary tracer, X, in this case DIC or O2. The volume of the box can be 
converted to the product of the mixed layer depth (h) by the ocean surface area (A) of the box.

∫� ∫

0

−ℎ(�)

[

�(�[�])
��

+ �⃗ ⋅ ∇(�[�]) = ����−��� + ��
�2(�[�])

��2

]

���� (1)

After solving and applying the appropriate assumptions, we obtain the final form of the budget equation (see 
Section 3.3 and Supporting Information S1 for details).
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 (2)

In this form, we have canceled out the ocean surface area of the zonal region. However, multiplying any term by 
this area will return units of mol time −1, which properly reflects the fact that our budget tracks the total quantity 
of DIC in the mixed layer over time. Each term of Equation 2 represents a different process that can cause an 
increase or decrease in tracer mixed layer molar concentration (mol m −3). Equation 2 can be expressed in terms 
of the different fluxes at play, namely

TEND = 𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝐹𝐹ℎ𝑜𝑜𝑒𝑒𝑒𝑒𝑜𝑜−𝑒𝑒𝑎𝑎𝑎𝑎 + 𝐹𝐹𝑎𝑎𝑒𝑒𝑒𝑒𝑒𝑒−𝑒𝑒𝑎𝑎𝑎𝑎 + 𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒−𝑠𝑠𝑒𝑒𝑒𝑒 + 𝐹𝐹𝑚𝑚𝑒𝑒𝑚𝑚𝑒𝑒𝑒𝑒𝑚𝑚 + 𝐹𝐹𝑏𝑏𝑒𝑒𝑜𝑜 (3)

In Section 3.3, we give a detailed overview of each term and its derivation.

3.1. Initial Processing of the Float Data

We follow the method used by the SOCCOM project to determine DIC from the float data (Johnson et al., 2017; 
Wanninkhof et  al.,  2016). We estimate total alkalinity (TA) by using float-derived T, S, and O2 as inputs to 
the LIAR algorithm (Carter et  al.,  2018). To estimate DIC, we use the CO2 System Calculator for Python 
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(PyCO2SYS) which requires two carbonate system parameters, TA and in situ pH, as well as measured T, S, and 
P (Humphreys et al., 2021). We also provide total silicate and total phosphate concentrations estimated using 
stochiometric ratios of float-derived nitrate concentration. We use the equilibrium constant parameterizations 
of Lueker et al. (2000) to model carbonic acid dissociation, Dickson (1990) for bisulfate ion dissociation, Perez 
and Fraga (1987) for hydrogen fluoride dissociation, and Lee et al. (2010) for the boron:salinity relationship to 
estimate total borate.

We take the quality-controlled float data and average the relevant quantities in the mixed layer. To estimate 
the mixed layer depth (MLD), we find the absolute salinity and the conservative temperature using the Gibbs 
Sea-Water Oceanographic Toolbox for Python (McDougall & Barker, 2011). From those, we estimate the in-situ 
density (ρ) and the potential density anomaly with reference pressure of 0. We then interpolate the potential 
density anomaly to 0.01 dbar increments and use a density variation threshold of 0.03 kg m −3 from a reference 
pressure of 10 dbar from the surface to identify an approximate pressure for the base of the mixed layer (de 
Boyer Montégut et  al.,  2004; Holte & Talley,  2009). Note that the mixed layer pressure identified with this 
method includes the contribution of any sea ice present at the surface of the water column.

We select profiles which have at least one value in the top 30 dbar and at least two values in the top 1,000 dbar, 
though only 1% of the DIC profiles have less than 50 data points. We fit a curve to each profile using a Piecewise 
Cubic Hermite Interpolating Polynomials (pchip) interpolator as they have been shown to be more accurate than 
linear interpolation schemes at representing the curvature found in vertical profiles of oceanographic data (Y. 
Li et al., 2022). We then find the average concentration in the mixed layer. This averaging is executed for the 
biogeochemical tracers' molality (concentration of tracer in mol kg −1 of seawater) multiplied by ρ to obtain the 
average mixed layer molar concentration of each variable (mol m −3, called concentration for the remainder of this 
study). We also find the vertical gradient below the mixed layer by fitting a straight line through the data between 
the mixed layer pressure and 20 dbar deeper, finding its slope and converting to depth units by multiplying by 
−gρ10 −4. We then average the float data monthly and by zonal region, multiplying by h beforehand as the budget 
equation requires.

3.2. Zonal Regions

We sort profiles into two different zones, shaped like concentric circles around the continent of Antarctica 
(Figure 1a) based on the Polar Front (PF), the sea ice edge (SIE) and the 1,000 m isobath. The sea ice zone 
(SIZ) is defined as the region south of the SIE where waters are at least 1,000 m deep. The Antarctic Southern 
zone (ASZ) can be found north of the SIE and south of the PF. This is similar to a number of previous papers 
(Bushinsky et al., 2019; Gray et al., 2018). We define the PF using the 2°C contour at the minimum potential 
temperature of the top 200 m. We compute the position of the front at monthly resolution by applying the Orsi 
et al. (1995) criteria to the RGAC monthly climatology of potential temperature (Figure S1 in Supporting Infor-
mation S1). We use the 15% sea ice concentration contour in September to identify the Sea Ice Edge (SIE).

3.3. Budget Terms

The following section will provide details about the different terms of the mixed layer budget and their derivation.

3.3.1. Tendency and Entrainment Flux

The left-hand side, or tendency (TEND), of Equation 2 corresponds to the time rate of change of the tracer 
concentration (mol m −3) in the box. The entrainment flux is due to the processes by which the base of the mixed 
layer deepens or shoals. During mixed layer deepening, water below the mixed layer is integrated into the surface 
layer leading to mixed layer volume and tracer content increasing, proportionally to the amount of tracer in the 
waters just below the base of the mixed layer. During mixed layer shoaling, mixed layer volume decreases and so 
does the amount of tracer in the mixed layer, proportionally to the mixed layer concentration. Both the TEND and 
Fentrain can be estimated from float-derived molality, the thickness of the mixed layer (h) and ρ, using a centered 
difference calculation. Integrating the first component of Equation 1 over a time-varying h(t) produces two terms, 
the tendency term (the rate of change of the total tracer amount) and the entrainment term (proportional to the rate 
of change of the MLD) (see Supporting Information S1 for details). The tendency term is given by

TEND =
𝜕𝜕(𝜌𝜌[𝑋𝑋]ℎ)

𝜕𝜕𝜕𝜕
 (4)
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and the entrainment term is expressed as

𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝜌𝜌−ℎ[𝑋𝑋]−ℎ
𝑑𝑑ℎ

𝑑𝑑𝑒𝑒
if

𝑑𝑑ℎ

𝑑𝑑𝑒𝑒
> 0 (5)

𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝜌𝜌[𝑋𝑋]
𝑑𝑑𝑑

𝑑𝑑𝑒𝑒
if

𝑑𝑑𝑑

𝑑𝑑𝑒𝑒
< 0 (6)

both terms having been divided by the area to be consistent with Equation 3.

It is important to note that the subtraction of the entrainment flux from the tendency is equivalent to the rate of 
change of the concentration multiplied by the mixed layer depth (h). This will be used in the presentation of the 
results.

𝜕𝜕(𝜌𝜌[𝑋𝑋]ℎ)

𝜕𝜕𝜕𝜕
− (𝜌𝜌[𝑋𝑋])−ℎ

𝑑𝑑ℎ

𝑑𝑑𝜕𝜕
= ℎ

𝜕𝜕(𝜌𝜌[𝑋𝑋])

𝜕𝜕𝜕𝜕
 (7)

3.3.2. Air-Sea Flux

We estimate the air-sea fluxes of carbon using the method from Gray et al. (2018). Using float-measured pH and 
a float-based estimate of alkalinity, we compute pCO2 at the surface of the ocean. We then use monthly observa-
tions of the mole fraction of CO2 in dry air from air samples at the Cape Grim Observatory in Tasmania which we 
interpolate to a 6-hourly timescale. To derive atmospheric pCO2, we combine these measurements with estimates 
of the mean sea level pressure at each profile location, corrected for water vapor pressure using the method of 
Zeebe and Wolf-Gladrow (2001). The air-sea flux of carbon can then be estimated using the following equation, 
where kg is the gas transfer velocity and K0 is the solubility of CO2:

𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎−𝑠𝑠𝑠𝑠𝑎𝑎 = 𝑘𝑘𝑔𝑔𝐾𝐾0

(
𝑝𝑝CO𝑜𝑜𝑜𝑜𝑜𝑜

2
− 𝑝𝑝CO𝑎𝑎𝑎𝑎𝑎𝑎

2

)
. (8)

We use a squared wind speed-dependent parameterization to compute kg from the Schmidt number and an 
estimate of the 10-m wind speed (Wanninkhof, 2014). Because carbon dioxide is highly soluble in seawater, 
we do not need to account for the effect of bubble fluxes. If sea ice is present at the surface, we find the sea 
ice concentration (Csi) at a particular profile location from satellite observations. We then apply a correction 
factor of (1-Csi) to the flux value. If Csi>95%, we set Csi equal to 95% to account for the presence of leads in 
sea ice.

We estimate the oxygen air-sea fluxes following Bushinsky et al. (2017). Contrarily to carbon, oxygen is a rela-
tively insoluble gas, and bubble fluxes must be taken into account. The total air-sea flux is thus made up of three 
components: Fs is the diffusive component, Fc accounts for small bubbles that collapse while under water, and Fp 
accounts for big bubbles that partly escape the water column. β is the tuning parameter.

𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎−𝑠𝑠𝑠𝑠𝑎𝑎 = 𝐹𝐹𝑠𝑠 + 𝛽𝛽𝐹𝐹𝑐𝑐 + 𝛽𝛽𝐹𝐹𝑝𝑝 (9)

To obtain the form of the air-sea flux that is consistent with Equation  3 (Fair−sea), we compute the air-sea 
flux (fair−sea) at high frequency (6-hourly) and then find the average air-sea flux of tracer per meter squared 
(mol m −2 day −1) for each zonal region.

3.3.3. Advective Flux

The advective fluxes originate from the second term of Equation 1, which we separate into a horizontal and a 
vertical component. We consider the horizontal advection crossing the zonal boundaries at the northern and 
southern edges of the box only. In the Southern Ocean, cross-front (largely meridional) advection at the surface 
is mostly due to Ekman transport, which is northward due to the strong westerly winds. Additional contributions 
to the cross-front advection come from the geostrophic flow, which can be decomposed into low-frequency 
(mean and seasonal cycle) and high-frequency (eddying) components. In the context of this work, we neglect the 
cross-front advection due to eddies because it has been shown to be more than 50% smaller than the time mean 
component in the Ekman layer (Dufour et al., 2015). Defining Vek and Vgeo as the Ekman and geostrophic mass 
transports, the final form of the horizontal advection term equation, as consistent with Equation 3, becomes

𝐹𝐹ℎ𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑎𝑎𝑎𝑎𝑎𝑎 = −
1

𝐴𝐴

[
(𝜌𝜌[𝑋𝑋]𝑉𝑉𝑒𝑒𝑒𝑒)|𝑁𝑁 − (𝜌𝜌[𝑋𝑋]𝑉𝑉𝑒𝑒𝑒𝑒)|𝑆𝑆 + (𝜌𝜌[𝑋𝑋]𝑉𝑉𝑔𝑔𝑒𝑒𝑜𝑜)|𝑁𝑁 − (𝜌𝜌[𝑋𝑋]𝑉𝑉𝑔𝑔𝑒𝑒𝑜𝑜)|𝑆𝑆

]
 (10)
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(see Supporting Information S1 for details). Here, 𝐴𝐴 𝐴𝐴[𝑋𝑋]|𝑁𝑁 𝐴𝐴 (𝜌𝜌[𝑋𝑋]|𝑆𝑆 ) corresponds to the tracer concentration of 
the source water of the horizontal advection at the northern (southern) boundary. This will change depending on 
the direction of mass flux (northward or southward). For example, Ekman transport in this region is northward. 
Consequently, we multiply the Ekman mass transport at the northern (southern) boundary of the zone by the 
concentration of tracer in (just South of) the zonal region (Figure S4 in Supporting Information S1).

We can compute the Ekman mass transport (Vek) using ERA5 wind stress data. We take the monthly averaged 
wind stress and interpolate the data to each (latitude, longitude) point defining the boundaries of the zones. Using 
both the zonal and the meridional wind stress, we compute the component of the wind stress parallel to each 
segment of the boundary, defined by two (latitude, longitude) points. Taking the along-boundary wind stress, we 
convert it to the depth integrated Ekman velocity across the boundary using the Coriolis equation (Equation S10 
in Supporting Information S1). Integrating further zonally around the boundary, we obtain the Ekman transport 
across the boundary of the zone (m 3 time −1) (See Appendix A1).

The geostrophic mass transport is computed using an updated version of the geostrophic velocity product from 
Gray and Riser (2014). Similarly to the process for Ekman transport, the data is interpolated to boundary loca-
tions and the across-boundary geostrophic velocity is identified at each segment of the boundaries of the zones. 
This geostrophic velocity is then integrated zonally along the boundary before being integrated further in depth 
to the mixed layer depth of the zone being considered (See Appendix A1).

The vertical advection at the base of the mixed layer depends on the vertical velocity at the base of the mixed 
layer (w−h) as well as on the concentration of tracer 𝐴𝐴 (𝜌𝜌[𝑋𝑋]|−ℎ) in the downwelled or upwelled waters depending 
on the sign of w−h.

𝐹𝐹𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣−𝑎𝑎𝑎𝑎𝑣𝑣 = (𝑤𝑤𝑤𝑤[𝑋𝑋])|−ℎ (11)

Vertical velocity is more challenging to determine from satellite products as it is comparatively small. We use a 
mixed layer mass budget to determine the monthly mean vertical velocity averaged across each zone. The equa-
tion for the mixed layer mass budget is determined by integrating the advection-diffusion equation for density 
over the mixed layer volume in a process similar to the derivation for the tracer conservation equation. The result-
ing equation has many of the same terms as the biogeochemical budget equation.

𝑑𝑑(𝐴𝐴𝐴𝐴𝐴)

𝑑𝑑𝑑𝑑
= 𝐹𝐹𝑒𝑒𝑒𝑒𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝐹𝐹𝑠𝑠𝑠𝑠𝑒𝑒𝑠𝑠𝑒𝑒𝑠𝑠𝑒𝑒 + 𝐹𝐹𝐴𝑜𝑜𝑒𝑒𝑒𝑒𝑜𝑜−𝑒𝑒𝑑𝑑𝑎𝑎 + 𝐹𝐹𝑎𝑎𝑒𝑒𝑒𝑒𝑑𝑑−𝑒𝑒𝑑𝑑𝑎𝑎 (12)

The rate of change with time of the mass of water in the mixed layer as well as the entrainment flux of water can 
both be determined from float-derived data following Equation 7 applied to the density (kg m −3) instead of the 
concentration of tracer (mol m −3). Similarly, the horizontal mass advection can be determined following Equa-
tion 10. We use ERA5 precipitation, evaporation, and sea ice concentration data to estimate surface fluxes of 
mass (Fsurface). For the sea ice contribution, we take the centered difference of the sea ice area combined with an 
estimated seasonal sea ice thickness (H. Li et al., 2018) to find the rate of change with time of the sea ice volume 
for each month. We use ORAS5 sea ice velocity and sea ice thickness to estimate the sea ice transport across each 
zonal boundary with the same method as for the Ekman and geostrophic transports. We subtract the volume of 
sea ice advected into the zone from the rate of change of the sea ice volume to get the sea ice contribution to the 
surface mass flux. Since the mass budget doesn't have biological fluxes or fluxes due to mixing, there is only one 
unknown, w−h, which we solve for (Figure S3 in Supporting Information S1) (See Appendix A2).

3.3.4. Mixing Flux

Vertical mixing represents multiple processes involving the gradient of tracer concentration between the mixed 
layer and the waters underlying it. It differs from vertical advection because there is no exchange of mass. It is 
typically parameterized in terms of a vertical eddy diffusivity (κz), which ideally is tuned to observations. The 
mixing flux term corresponds to the last term of Equation 1,

𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = −𝜅𝜅𝑧𝑧

𝜕𝜕(𝜌𝜌[𝑋𝑋])

𝜕𝜕𝑧𝑧

||||−ℎ
 (13)

(see Supporting Information S1 for details). There are very few observations of the vertical eddy diffusivity in 
the Southern Ocean and few observations at the base of the mixed layer. Law et al. (2003) estimate that the mean 
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effective vertical diffusivity is less than 0.3 × 10 −4 m 2 s −1 in the Antarctic Circumpolar Current (ACC) region 
(61°S, 140°E) using a tracer dispersion experiment. Cronin et al. (2015) used data from moorings, satellites, and 
Argo floats to construct mixed layer budgets of heat and salt and estimate the residual diffusive flux of heat or salt 
across the base of the mixed layer. This residual flux implies a vertical eddy diffusivity of 1–3 × 10 −4 m 2 s −1 in 
summer and spring for an open ocean location in the Northeast Pacific subpolar gyre. Please refer to Section 3.4 
for details on how we estimate this parameter for the budgets presented here.

3.3.5. Biological Flux

The net contribution of all biological activity to changes in the concentration of tracer in the mixed layer of each 
zone is represented by the biological flux term (Fbio). Also included in this quantity are any non-explicitly repre-
sented physical processes. In the following section, we detail the method used to estimate both this term and the 
unknown eddy diffusivity parameter necessary for the mixing flux.

3.4. Optimization of the Coupled DIC and O2 Budgets

To find the few parameters that cannot be easily estimated from float or reanalysis data, we define, for each zonal 
region, a system of 24 non-linear coupled equations (the monthly equations for the DIC and O2 budgets) with 14 
unknowns, where YX represents all terms that can be estimated from float or reanalysis data.

𝑌𝑌𝐷𝐷𝐷𝐷𝐷𝐷 = −𝜅𝜅𝑧𝑧

𝜕𝜕𝜕𝜕[𝐷𝐷]

𝑑𝑑𝑧𝑧

||||−ℎ
+ 𝐹𝐹𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏−𝐷𝐷𝐷𝐷𝐷𝐷 (14)

𝑌𝑌𝑂𝑂2
= −𝜅𝜅𝑧𝑧

𝜕𝜕𝜕𝜕[𝑂𝑂2]

𝑑𝑑𝑧𝑧

||||−ℎ
+𝑅𝑅𝑂𝑂2∕𝐶𝐶𝐹𝐹𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏−𝐷𝐷𝐷𝐷𝐶𝐶 (15)

We assume a single value of eddy diffusivity (κz) for all months in a zonal region. We use the respiration quotient 
𝐴𝐴

(
𝑅𝑅𝑂𝑂2∕𝐶𝐶

)
 to link the biological flux of DIC and O2 and assume that this ratio doesn't change from month to month 

in a particular zone. This leaves us with 12 monthly carbon biological fluxes, one value of κz and one value 
of 𝐴𝐴 𝐴𝐴𝑂𝑂2∕𝐶𝐶 as the unknowns for each region. Using our system of equations, we construct a cost function that 
we minimize to determine the missing parameters. We use the Trust Region Reflective algorithm as part of a 
non-linear problem solver, to which we provide a Jacobian, to find a local minimum of our cost function (Branch 
et al., 1999) (See Appendix A3).

3.5. Uncertainty Estimation

Unlike model budgets which can be closed exactly, our budget framework is based on several observational 
products, which each have their own uncertainties. Furthermore, we have used an optimization method to find 
the value of some parameters. As such, the budget has a non-zero residual (Figures S8 and S9 in Supporting 
Information S1). The residual is small compared to the other monthly carbon fluxes (about 1%–2% of the average 
value of the flux for each month, except February and September in the SIZ where the fluxes are small and the 
residual is proportionally bigger), which gives us more confidence in our results. We also estimate an uncertainty 
for each monthly budget term.

To estimate the uncertainty associated with the results of the mixed layer budgets, we use a Monte Carlo simula-
tion with 1,500 iterations. The uncertainty and degree of correlation of each data variable used in the simulation 
can be found in Table A1 (See Appendix A4). The uncertainty associated with each budget result is set to one 
standard deviation of the mean of the 1,500 simulations. We use a uniform distribution for the error in T, S, P 
and a normal distribution for all other variables. To estimate the uncertainty on the monthly composite of wind 
stress from ERA5, we interpolate the x- and y-direction wind stress at each boundary location for each ensemble 
member available from ERA5. We set the uncertainty as one standard deviation from the mean of the ensemble 
members. Similarly for the sea ice fraction from ERA5, we set the uncertainty of the change in sea ice fraction 
over a month as one standard deviation from the mean of the ensemble members. We use the uncertainty esti-
mates provided by the LIAR algorithm for the uncertainty in TA (Carter et al., 2018). We set the uncertainty of 
the geostrophic velocity interpolated at each (latitude, longitude) location of the zone boundaries to be 20% of 
the velocity, which is a conservative estimate based on the methodology (Gray & Riser, 2014). We also set the 
uncertainty of the sea ice transport and the sea ice thickness to be 20% since sea ice thickness estimates tend 
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to vary depending on which product is used (see Kern and Spreen (2015) e.g.). The uncertainty on the air-sea 
fluxes of carbon and oxygen was estimated separately following the methods of Gray et al. (2018) and Bushinsky 
et al. (2017), then used in the Monte Carlo.

Among the 1,500 iterations of the Monte Carlo simulation, 15% (16%) of the eddy diffusivities (or κz) identified 
by the optimization scheme are negative for the ASZ (SIZ). This indicates up-gradient eddy diffusion of carbon 
which is not expected. However, when taking all iterations together, the averaged value of κz does converge to a 
positive value of the expected magnitude, as is also the case when running the budget with no uncertainty added. 
The presence of negative κz values points toward the fact that this system is physically fragile and may flip to a 
different, maybe non physically realistic, state easily. This fragility probably originates from the identification of 
the MLD, which is sensitive to the addition of uncertainties to the temperature and salinity profiles.

The budget framework assumes that the biological processes taking up or releasing DIC in the mixed layer are 
only photosynthesis and respiration. However, formation and dissolution of calcium carbonate by certain phyto-
plankton species also change the mixed layer DIC and alkalinity content while not influencing the oxygen content 
(Krumhardt et al., 2020). This process is not accounted for in our budget, which is a reasonable assumption for 
the ASZ and SIZ where there is low abundance of calcifying organisms (Balch et al., 2016) and the mixed layer 
DIC consumption attributed to particulate inorganic carbon production, like calcium carbonate, is relatively low 
compared to organic carbon production (Huang et al., 2023).

In this study, DIC concentration is calculated from in situ pH and empirically estimated alkalinity. Most of the 
uncertainty in the DIC concentration arises from the uncertainty in TA provided by the LIAR algorithm, which 
is defined for each depth and latitude-longitude position. We then propagate this uncertainty through the Monte 
Carlo simulation, assuming that the uncertainty is random to avoid introducing spurious variability in our results. 
We should note, however, that the TA uncertainty may be correlated in time, at least seasonally. Testing the algo-
rithm against seasonally resolved measurements would be required to determine how much of the uncertainty is 
correlated in time. As such, the uncertainty on the DIC fluxes may be underestimated here.

4. Results
4.1. Drivers of the Annual-Mean Mixed Layer Carbon Budget

We first consider the drivers of the annually integrated air-sea flux of carbon in the high-latitude Southern Ocean 
(Figure  2a). Note that the tendency term of Equation  3 integrates to 0 by definition and does not appear in 
the annually integrated results. We find a net outgassing of carbon in both zones. In the ASZ, the outgassed 
carbon enters the mixed layer by mixing with carbon-rich waters from the interior. This mixing flux comprises 
eddy-driven processes that can transfer DIC across the mixed layer base without any exchange of fluid. The DIC 
mixed in from below is then either consumed by net community production or outgassed to the atmosphere. The 
magnitudes of the annual advective and entrainment fluxes are small. In the SIZ, the annual fluxes of DIC are of 
smaller magnitude in general than those in the ASZ. Similarly to the more northerly region, the annually averaged 
contribution from the entrainment flux is small, and DIC principally enters the mixed layer due to mixing from 
below. However, since the outgassing signal and the annual biological flux are weaker, the surplus of carbon is 
carried north to the ASZ by net Ekman transport.

This flux of DIC from the SIZ supports an outgassing signal in the ASZ by providing an additional source of 
carbon to the mixed layer. Since the magnitudes of the individual advective fluxes are so much greater than the 
net DIC advection (Figure 2b), small changes in the individual components of the advective flux could signifi-
cantly alter the sign and magnitude of the net advective flux. For example, if sea ice retreats under climate change, 
it could decrease the capping effect of sea ice in the SIZ which is currently acting to prevent carbon outgassing 
in winter. This could lead to a decrease in the flux of DIC to the ASZ and the location of CO2 outgassing could 
move south into the SIZ. In this way, changes in the transport at the southern boundary of the ASZ may be critical 
in determining the net air-sea flux of carbon dioxide in this region.

4.2. Seasonally-Varying Fluxes of Carbon in the Mixed Layer

The monthly averaged fluxes reveal similar seasonal patterns in air-sea carbon flux across both high-latitude 
regions, with carbon uptake by the ocean in summer partly opposing carbon outgassing during the rest of the 
year (Figures 3 and 4). In the ASZ, the air-sea flux is stronger and peaks at the end of winter (September), while 
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in the SIZ carbon outgassing is strongly modulated by sea ice concentration and peaks in May (Butterworth & 
Miller, 2016).

We find that the seasonal variations in carbon air-sea flux lag one to 2 months behind the contribution from the 
term obtained by subtracting the entrainment from the tendency term (TEND−Fentrain, Figures 3a and 4a). This 

Figure 2. (a) Annually integrated fluxes of dissolved inorganic carbon (DIC) and their uncertainty indicated by the gray bars. 
Negative values indicate that DIC is being removed from the mixed layer of the zone in question (Fentrain: Entrainment flux, 
Fair−sea: Air-sea flux, Fadv: Advective flux, Fmix: Mixing flux, Fbio: Biological flux) (b) Annually integrated advective fluxes of 
DIC which add up to Fadv from panel a (uncertainty is not shown because error bars are too small). “EKM from SIZ to ASZ” 
is the northward Ekman transport of DIC across the boundary separating the SIZ and the ASZ. Since the budget is computed 
per m 2, this term has a different magnitude when considered for the SIZ or the ASZ as the area of the zones are different 
(Vertical ADV: vertical advection of DIC, EKM from ASZ: Ekman advection of DIC from the ASZ northward to the PFZ, 
EKM from SIZ to ASZ: Ekman advection of DIC from the SIZ northward to the ASZ, GEO to ASZ: geostrophic advection of 
DIC southward from the PFZ to the ASZ, GEO from ASZ to SIZ: geostrophic advection of DIC southward from the ASZ to 
the SIZ) (PFZ: Polar Frontal Zone, ASZ: Antarctic Southern Zone, SIZ: Sea Ice Zone).
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relationship is confirmed by a strong anticorrelation of −0.93 (−0.87) or −0.88 (−0.83) at 1 or 2 months lag for 
the ASZ (SIZ). The TEND−Fentrain term is equivalent to the time rate of change of the mixed layer concentration 
multiplied by the mixed layer depth (see Equation 7). Both the TEND and Fentrain are two orders of magni tude 
larger than the other fluxes (not shown). However, their net effect is much smaller and comparable to the other 
processes that change the mixed layer DIC. Since the seasonal cycle in mixed layer depth is only weakly corre-
lated to the seasonal cycle in TEND−Fentrain (0.39 and 0.45 for the ASZ and SIZ respectively, Figure S2 in 
Supporting Information S1), we interpret seasonal variations in TEND−Fentrain to be caused by variations in the 
rate of change of mixed layer DIC concentration. Periods of carbon outgassing (uptake) tend to follow periods of 
concentration increase (decrease) by about 1 month, suggesting that changes in mixed layer DIC concentration 
are driving the air-sea fluxes of carbon in the zonal regions under study (Gruber et al., 2019). To support the link 
between carbon air-sea fluxes and surface DIC concentration, we examine the drivers of pCO2 seasonal variabil-
ity by computing pCO2 in pyCO2SYS while varying only one variable at a time. We find that in the high-latitude 
Southern Ocean, nearly all variability is due to seasonal changes in pH and thus to changes in DIC (Figure S17 
in Supporting Information S1).

Seasonal variations in the mixed layer DIC concentration change are driven chiefly by changes in the biological 
flux term in both zones (Figures 3a and 4a), as confirmed by a strong correlation of 0.97 and 0.95 at no lag for 

Figure 3. Monthly averaged fluxes of dissolved inorganic carbon (DIC) to and from the ASZ mixed layer. (a) DIC fluxes are 
presented with their uncertainty of one standard deviation (TEND: Tendency, Fentrain: Entrainment flux, Fair−sea: Air-sea flux, 
Fadv: Advective flux, Fmix: Mixing flux, Fbio: Biological flux) (b) The components of the advective flux are presented: the flux 
of DIC due to Ekman advection (FEkm), geostrophic advection (Fgeos), vertical advection (Fvert), as well as the net advective 
flux of DIC (Fadv). Uncertainty on the components of the advective flux is very small. Negative (positive) fluxes remove (add) 
carbon from (to) the mixed layer. (ASZ: Antarctic Southern Zone).
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the ASZ and SIZ, respectively. Biological activity adds carbon to the mixed layer when DIC concentration is 
increasing, probably due to net respiration, and the biological flux removes carbon from the mixed layer during 
the spring and summer phytoplankton bloom. The strength of this bloom is greater in the ASZ, as can be seen 
by the strong drop in the biological flux between September and November. In the SIZ, the seasonal cycle of the 
advective flux (Figure 4a) is just as important as variations in the biological flux in driving changes in mixed layer 
DIC concentration (correlation of 0.97 at no lag).

The net advective flux is the sum of the Ekman, vertical and geostrophic components (Figure 4b). We assume that 
the contribution from eddy-driven advection is small in the mixed layer for the timescales considered here. The 
individual advective components dominate over the other DIC fluxes (Figures S13 and S14 in Supporting Infor-
mation S1), but the Ekman and vertical components largely compensate so that the net advection is of smaller 
magnitude. We find a net positive advective flux of DIC in fall and winter, indicating a dominance of vertical 
advection over the net meridional advection, while the opposite occurs in summer and spring. In the ASZ, the 
magnitude of the advective flux is much smaller than the biological flux (Figure 3a), though we do observe a 
sign reversal similar to the SIZ, from net positive flux in winter to net negative flux in summer. In both zones, the 
flux of DIC from diffusive mixing with carbon-rich waters at the mixed layer base always acts to bring DIC into 
the mixed layer (Figures 3a and 4a). In both regions, the seasonal variations of the mixing flux are not strongly 
correlated with the change in DIC concentration.

Figure 4. Monthly averaged fluxes of dissolved inorganic carbon (DIC) to and from the SIZ mixed layer. (a) DIC fluxes are 
presented with their uncertainty of one standard deviation (TEND: Tendency, Fentrain: Entrainment flux, Fair−sea: Air-sea flux, 
Fadv: Advective flux, Fmix: Mixing flux, Fbio: Biological flux) (b) The components of the advective flux are presented: the flux 
of DIC due to Ekman advection (FEkm), geostrophic advection (Fgeos), vertical advection (Fvert), as well as the net advective 
flux of DIC (Fadv). Uncertainty on the components of the advective flux is very small. Negative (positive) fluxes remove (add) 
carbon from (to) the mixed layer. (SIZ: Sea Ice Zone).
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In both zones, seasonal variations in the net advective flux of DIC can be attributed to a combination of changes 
in the Ekman flux of DIC from the SIZ to the ASZ and changes in the vertical advection signal, though the 
months where one or the other dominates are not the same across the study region (Figure 5).Changes in the 
southward geostrophic transport of DIC are also correlated with changes in the net advection, but the magnitude 
of the geostrophic advection is one order of magnitude smaller than the Ekman and vertical advections (Figures 
S13 and S14 in Supporting Information S1).

By comparing the period of carbon outgassing (April to August) to the period of carbon uptake (December to 
January), we gain further insight into what drives the seasonal fluxes in this region. During wintertime outgassing, 
the mixed layer DIC concentration is increasing (positive value of TEND−Fentrain, Figures 3a and 4a) because net 
respiration, eddy-driven mixing from below, and net vertical advection bring DIC into the mixed layer. Some of 
this DIC is then outgassed to the atmosphere (Figures 3a and 4a). During the summer period of oceanic carbon 
uptake, the mixed layer DIC concentration is decreasing due to strong net photosynthesis and a net Ekman north-
ward advection of DIC. This superposition of processes leads to carbon uptake from the atmosphere (Figures 3a 
and 4a). However, mixing with carbon-rich waters below is still bringing DIC into the mixed layer, which may 
contribute to the observed net outgassing signal over a full seasonal cycle.

The shift from carbon outgassing to uptake corresponds to a shift from respiration to photosynthesis and from 
net positive to net negative advection (Figures 3a and 4a). In the ASZ, the net advective flux of DIC primarily 
changes sign because of transport at the southern boundary; namely, Ekman advection of DIC from the SIZ 
(Figure S13 in Supporting Information S1) decreases significantly from winter to summer (by 53% on average), 
while the vertical advective flux and Ekman transport at the northern boundary stay relatively constant (decreases 

Figure 5. First time-derivative of the monthly averaged advective fluxes of dissolved inorganic carbon (DIC) for (a) the 
ASZ and (b) the SIZ (mol m −2 day −1 month −1). Note that the net advective flux (Net ADV) is plotted on its own axis (right) 
and the components of the net advective flux (Ekman (EKM), geostrophic (GEO) and vertical (VADV) advective fluxes of 
DIC) are plotted on the left axis. The gray shading indicates the summer and winter months. (PFZ: Polar Frontal Zone, ASZ: 
Antarctic Southern Zone, SIZ: Sea Ice Zone).
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by 15% and 28% respectively). In the SIZ, most components of the advective flux decrease by approximately half 
during months of carbon uptake compared to months of outgassing (Figure S14 in Supporting Information S1).

The seasonal change in the Ekman advective flux of DIC at the sea ice edge is due to changes in Ekman mass 
transport driven by wind variations, rather than changes in the DIC concentration of the SIZ. We observe that 
the seasonal cycle in the Ekman mass advection and its components is very similar to that of the Ekman DIC 
advection (Figures S13 to S16 in Supporting Information S1). Furthermore, the amplitude of seasonal variations 
of the Ekman mass advection at the SIE is 74% (83%) for the ASZ (SIZ) which compares well to the amplitude of 
seasonal change of the Ekman DIC advection at the SIE (76% (85%) for the ASZ (SIZ)), while the amplitude  of 
seasonal variations in the mixed layer DIC concentration of the SIZ used to convert mass transport to DIC advec-
tion is only 3% in both zones.

5. Discussion
The Southern Ocean is an essential part of the global climate system because of its important contribution to 
the total oceanic uptake of anthropogenic carbon. However, the uncertainty of the ocean carbon sink is high-
est in the Southern Ocean (Fay & McKinley,  2021; Friedlingstein et  al.,  2022; Gloege et  al.,  2021) and the 
discrepancy between models and observations is also most significant there compared to other ocean basins 
(Hauck et al., 2020). There is also discrepancy between observational estimates of the Southern Ocean carbon 
sink, or the carbonate parameters necessary to determine it, based on the method or data set used (Bushinsky 
& Cerovečki, 2023; Coggins et al., 2023; Long et al., 2021; Mackay & Watson, 2021; Wu et al., 2022; Wu & 
Qi, 2022). Further, sampling alias linked to the spatial distribution of available observations has been shown to be 
significant (Hauck et al., 2023). For this reason, it is essential to better understand the processes driving surface 
ocean pCO2, and thus the air-sea carbon flux, in order to improve the representation of the Southern Ocean carbon 
sink in models. The mixed layer budget presented in this study provides a useful framework for understanding 
the relative roles of the mechanisms that drive air-sea carbon fluxes at seasonal and annual timescales in the 
high-latitude Southern Ocean.

Using a monthly mean climatology of the mixed layer carbon budget, we show that small-scale mixing at the base 
of the mixed layer provides DIC to the surface layer year-round. In the ASZ, most of this DIC is then consumed by 
net biological production, while the net biological flux is weaker in the SIZ. On an annual timescale, the surplus 
of DIC in the mixed layer from the balance of these two processes is either advected from the SIZ to the ASZ by 
Ekman divergence or outgassed to the atmosphere in the ASZ. Physical transport of carbon, in concert with the 
transition from net production to net respiration, also explains the difference between seasonal periods of carbon 
outgassing (fall to spring) and uptake (summer).

Values for the vertical eddy diffusivity at the base of the mixed layer are sparse in the literature. Still, the magni-
tude of the diffusivity obtained from our optimization scheme (between 2.95 and 6.83 × 10 −5 m 2/s) is similar 
to the only comparable published value in the Southern Ocean (less than 3 × 10 −5 m 2/s) (Law et al., 2003). The 
ASZ makes up the southern part of the ACC, where wind-driven upwelling brings carbon-rich isopycnals to the 
near-surface. The high-latitude Southern Ocean also exhibits strong vertical DIC gradients (Dove et al., 2022); 
therefore, it is not surprising that subsurface mixing plays a strong role in supplying DIC to the mixed layer. In 
the SIZ, there is also upwelling of carbon-rich deep waters. However, the SIZ is characterized by multiple gyre 
circulations as well as sea ice cover, which can act to isolate the surface ocean from the atmosphere and may 
be a barrier to momentum transfer (Shadwick et al., 2021; Vihma & Haapala, 2009). Indeed, we find a stronger 
mixing flux of DIC in the ASZ compared to the SIZ due to differences in the eddy diffusivity (see Section A3 in 
Appendix A), consistent with more wind energy input in the ASZ resulting from stronger winds and lack of ice 
cover. However, the vertical gradient of DIC near the base of the mixed layer is stronger in the SIZ, most proba-
bly due to gyre dynamics allowing respired DIC to accumulate in the surface waters (MacGilchrist et al., 2019).

We find that inorganic carbon entering the mixed layer through eddy processes is mostly consumed by biological 
production. This is similar to previous results by Hauck et al. (2013), who found that biological processes remove 
more DIC from the mixed layer than air-sea fluxes. In the ASZ specifically, net production is the dominant 
sink of DIC in the mixed layer at annual timescales. We find annual net production of 1.05 mol C m −2 yr −1 in 
this region, consistent with previous float-based annual net community production estimates at similar latitudes 
(about 1–2 mol C m −2 yr −1) (Arteaga et al., 2019). In the SIZ, we also find annual net production, which agrees 
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with model-based results (Carroll et al., 2022). Note though that, in both zones, error bars are large and extend 
to a value of net respiration. This agrees with the analysis of Briggs et al. (2018) who found that respiration in 
winter nearly balanced out biological production. Still, in both zones, we find an important net production signal 
in spring and summer and that the DIC tendency typically follows the biological flux, as has been reported in 
past studies (Carroll et al., 2022; Munro et al., 2015; Williams et al., 2018; Yang et al., 2021). In winter in both 
zones, we find net respiration of the same order of magnitude as the seasonal photosynthesis signal, due to low 
light availability (even more significant for the SIZ).

In the SIZ, the role of DIC advection is as important as the biological flux in both the seasonal and annual budg-
ets. In the annual view, a large fraction of the surplus of DIC from subsurface mixing is advected to the ASZ 
by the Ekman transport component, with the rest either consumed by the net biological flux or outgassed. This 
is likely due, in part, to the wintertime ice cover preventing (or limiting) outgassing, as the surface ocean pCO2 
values alone imply a stronger outgassing than is observed. Indeed, a sea ice capping effect has been reported on 
the continental shelf (Shadwick et al., 2021) and in idealized models (Gupta et al., 2020). Still, without physical 
transport removing available DIC from the region in winter, there would be less potential for carbon uptake in 
summer after the sea ice melts. As such, seasonal variability in the net advective flux is important for explaining 
the low annual outgassing signal in the SIZ. Throughout the year, vertical advection supplies carbon to the mixed 
layer, while horizontal advection (dominated by Ekman divergence) removes DIC from the region. Net advection 
is the smaller residual of these two opposing processes. In fall and winter, the DIC flux due to vertical advection 
dominates over the Ekman transport (Figure S14 in Supporting Information S1). In winter, however, stronger 
winds drive an increase in the Ekman flux of DIC, which continues until the net advection of DIC changes sign 
around the beginning of spring.

In the ASZ, seasonal variability in the advective flux of DIC from the SIZ is essential to explain the carbon air-sea 
fluxes in the region. In the annually integrated view, the net advective flux in the ASZ is the residual between DIC 
removal from lateral advection at the northern front and DIC supply by both vertical advection and horizontal 
advection from the SIZ (Figure 3). The different components of the advective flux depend on both the circulation 
and the DIC concentration of the source waters. These two aspects are connected but could evolve independently 
under future warming. For example, ice retreat could increase wintertime outgassing in the SIZ, subsequently 
reducing the northward Ekman flux of DIC and carbon outgassing in the ASZ. In the seasonal picture, the net 
advective flux of DIC is smaller in magnitude than some of the other fluxes (Figure 3). Still, the change in sign of 
the net advection from periods of outgassing to uptake, which is due to a decrease in the amount of DIC entering 
from the SIZ by Ekman transport (Figure S13 in Supporting Information S1), implies that wind-driven advection 
of DIC from the seasonal ice zone plays an important role in driving carbon outgassing in the ACC.

It is challenging to compare these results with previous work as there has been no other observation-based 
circumpolar mixed layer DIC budget in the Southern Ocean. However, a regional study of the Weddell Gyre 
(part of the SIZ) based on shipboard data and an inverse model found that DIC entrained from below mostly 
exits the gyre through northward transport to the ACC frontal region (equivalent to the ASZ) or becomes deep 
water at the gyre edges (Brown et al., 2015). Using the same biogeochemical float data set as this work, Prend, 
Gray, et al. (2022) find a strong role of the entrainment of carbon-rich waters into the mixed layer to explain 
spatial variability in carbon outgassing. However, they focus on inter-basin variations in air-sea fluxes, and 
specifically the period of obduction (the 2 months preceding the maximum mixed layer depth). Comparison to 
model-based DIC budgets is also difficult since they are typically computed over fixed depths, and many models 
have seasonal variations in air-sea carbon fluxes that are inconsistent with observations (Mongwe et al., 2018). 
Still, two recent papers found that the advective flux of DIC plays an important role in the carbon budget of the 
region (Carroll et al., 2022; Rosso et al., 2017). For example, Carroll et al. (2022) find that the DIC tendency and 
interannual variability in their SIZ biome is dominated by net advection, although they do not show the contri-
bution from the different advective components. Rosso et  al.  (2017) do separate the advection into vertical, 
geostrophic and ageostrophic components, however, they compute their budget down to 650 m, which implicitly 
reduces the relative importance of Ekman transport (which only occurs in the top ∼80 m). One study did find, 
using a high-resolution model, that Ekman transport was the primary mechanism for the zonally integrated, 
cross-frontal transport of anthropogenic CO2 and its intra-annual variability, particularly across the Polar Front 
(Ito et al., 2010).

While these studies support our own results, they do not directly confirm the importance of Ekman trans-
port from the SIZ in driving carbon outgassing in the southern ACC. In fact, while estimates based on  
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biogeochemical float data find net outgassing in the high-latitude Southern Ocean that peaks in winter (Gray 
et al., 2018), this result disagrees with data products based on pCO2 measurements from the Surface Ocean 
CO2 Atlas (SOCAT) data set (Landschützer et al., 2014; Takahashi et al., 2009), airborne measurements (Long 
et al., 2021) and ocean biogeochemical circulation models (Hauck et al., 2020). We use the carbon air-sea 
flux estimates from the SeaFlux ensemble, which is based on 6 fCO2 observation-based data products (Fay 
et al., 2021; Gregor & Fay, 2021), as input in our analysis in order to further investigate how a carbon uptake 
signal would combine with the subsurface carbon fluxes provided by the depth-resolved float data, in the opti-
mization process (see Section 3.4). The SeaFlux ensemble includes three neural network-derived products, a 
mixed layer scheme, a multiple linear regression and a machine learning ensemble, all of which are based on 
the SOCAT observations.

Inputting the SeaFlux-based air-sea fluxes into our mixed-layer budget leads to mixing and biological fluxes, 
identified by the optimization scheme, that are not in line with previously published estimates (Figures S10–S12 
in Supporting Information S1). In the SIZ, the mixing flux is very small due to a vertical eddy diffusivity that  is 
one order of magnitude smaller than for the ASZ. The error bar also extend significantly into negative values 
which would indicate diffusive mixing towards regions of higher concentration. In the ASZ, the annually inte-
grated biological flux at 2.65 mol C m −2 yr −1 is higher than expected based on previous estimates (Figure S10 in 
Supporting Information S1) (Arteaga et al., 2019). These results seem to imply that carbon uptake of the magni-
tude found in the SeaFlux-based air-sea fluxes is not consistent with the subsurface DIC fluxes, as well as with 
the surface and subsurface O2 fluxes provided by the floats. This discrepancy could be due, at least in part, to the 
availability of year-round float data, whereas SOCAT observations tend to be seasonally biased except in Drake 
Passage. As carbon air-sea fluxes have been shown to be zonally asymmetric in the Southern Ocean (Gregor 
et al., 2018; MacGilchrist et al., 2019; Prend, Gray, et al., 2022), differences in the spatial sampling between data 
sets could also lead to this discrepancy. For example, it is possible that the float data set is capturing different 
scales of variability that are not resolved in the SOCAT based products. As such, it would be useful to quantify 
the mixed layer DIC budget in this region on smaller spatial scales (e.g. inter-basin comparisons). However, this 
is not possible using the approach presented here with the current data coverage, and is a limitation of this study. 
Determining the mechanisms that drive carbon air-sea flux variability is necessary to understand the discrepan-
cies between different estimates of the Southern Ocean carbon sink from observation-based products and models. 
Float data, and the subsurface information they provide, are thus an invaluable tool to investigate the drivers of 
air-sea carbon flux on annual to seasonal timescales.

6. Conclusion
This study uses 6 years of under-ice capable autonomous biogeochemical float data to construct a monthly 
mixed layer carbon budget in two regions of the high-latitude Southern Ocean. We find that the monthly 
changes in the mixed layer DIC concentration closely corresponds to the seasonal variations in the biological 
flux of DIC. However, northward Ekman transport from the SIZ is also significant in setting the seasonal 
changes in DIC concentration. On annual timescales, mixing with carbon-rich waters from below the mixed 
layer leads to carbon outgassing in both regions under study (Figure 6). However, in the SIZ, where ice cover 
damps air-sea exchange and primary production is heavily light-limited, most of the carbon injected from 
below the mixed layer is transported northward to the ASZ by Ekman advection. In other words, Ekman trans-
port of DIC from the seasonal ice zone contributes to carbon outgassing in the southern portion of the ACC. 
This has implications for the response of the Southern Ocean carbon cycle to anthropogenic forcing, since 
reduced ice cover under ocean warming could potentially lead to a redistribution of carbon outgassing from 
the ASZ to the SIZ.

These results comprise the first observation-based carbon budget spanning large spatial scales and at monthly 
resolution in the high-latitude Southern Ocean. Strong seasonal variability in air-sea fluxes, as well as biolog-
ical and advective fluxes of carbon, highlight the importance of year-round measurements in understanding 
carbon cycling in the region. These results also provide a much-needed observational baseline to evaluate the 
performance of climate models, which are notably unsuccessful in reproducing the Southern Ocean carbon cycle 
(Hauck et al., 2020). Improved understanding of these processes is crucial given the key role of the Southern 
Ocean in the global climate system.
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Appendix A: Additional Method Information
A1. Horizontal Mass Transport

The monthly averaged Ekman mass transport is northward at the SIE and PF which is as expected due to the 
presence of strong westerly winds at those latitudes (Figure S4 in Supporting Information S1). The monthly 
Ekman transport averages to 20.2 Sv at the SIE and 36.5 Sv at the PF, which is consistent with previous mode-
ling studies that found a zonally integrated Ekman transport along 60°S (50°S) of 25 Sv (55 Sv) (Hallberg & 
Gnanadesikan, 2006). There is about twice as much transport (varying from 1.5× to 2.8×) across the PF than the 
SIE, which is not surprising as wind driven transport can be inhibited by the presence of sea ice.

Monthly averaged mixed layer geostrophic transport is southward for the SIE and the PF, and it is one order of 
magnitude smaller than the monthly averaged Ekman transport, with an average of −2.4 Sv ((panel b) of Figure 
S4 in Supporting Information S1). We present mixed layer geographic transport separately for each zonal region 
on either side of one boundary due to our choice of depth of integration. In the Ekman transport calculation, we 
assume that the Ekman depth is shallower than the mixed layer depth, an assumption which is likely true for most 
months but may break down in summer or fall depending on the eddy viscosity (not shown). This assumption 
allows us to consider the full depth of the Ekman layer and removes the need to choose a depth of integration. 
For the geostrophic transport calculation, we integrate the geostrophic velocity down to the mixed layer depth of 
the region under consideration.

We do not consider the eddy component of the horizontal advection in this region as it has been shown to be more 
than 50% smaller than the time mean component in the Ekman layer (Dufour et al., 2015).

A2. Mass Budget and Vertical Velocity

The seasonal cycle of the monthly averaged mixed layer mass fluxes differs between the ASZ and the SIZ (Figure 
S6 in Supporting Information S1). However, we observe that there is a balance between the surface flux of mass 
and the advective mass flux in both zonal regions while the term representing the difference between the tendency 
and the entrainment (TEND−Fentrain) is negligible. In the ASZ, the fluxes of mass do not vary strongly from 

Figure 6. Schematic of the annually integrated fluxes of carbon where each colored arrow corresponds to a different process 
by which the dissolved inorganic carbon (DIC) content of the mixed layer can be modified. The green arrow represents the 
net effect of biological activity on mixed layer DIC content or the transfer of carbon between the inorganic and organic carbon 
(represented by the symbols in the circle) content of the mixed layer. The teal arrow represents the air-sea flux of carbon. 
The purple arrow corresponds to the entrainment flux of DIC. The orange arrow represents the net advective flux of DIC by 
Ekman, geostrophic and vertical advection. The pink arrow represents the eddy-driven mixing flux of DIC. The width of each 
arrow scales with the magnitude of the flux. (ASZ: Antarctic Southern Zone, SIZ: Sea Ice Zone).
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month to month. Surface fluxes of mass, including precipitation, evaporation and a small contribution from sea 
ice melt and freeze, lead to water accumulating in the region's mixed layer. This is balanced by a mass advection 
out of the ASZ. The sign of the advective flux is set by a balance between the negative Ekman advection and the 
positive vertical advection. The geostrophic advection is at least one order of magnitude smaller. In the SIZ, the 
sea ice melt and freeze cycle creates strong seasonal variations in the monthly averaged surface flux which leads 
to seasonal variations of similar magnitude but opposite sign in the advective flux. As such, we see a positive 
advective flux of mass (driven by vertical advection) during ice formation and a negative advective mass flux 
(driven by Ekman advection) during sea ice melt. On annual time scales, mass fluxes in the SIZ and the ASZ are 
similar with a positive surface flux opposed by a negative advective flux driven by a dominance of Ekman trans-
port out of the zone over vertical mass advection into the mixed layer (Figure S7 in Supporting Information S1).

Using the mixed layer mass budget, we solve for the vertical velocity at the base of the mixed layer (w−h) which is 
shown in Figure S3 in Supporting Information S1. We find an average w−h of 1.19×10 −6m/s (1.07×10 −6 m/s) in 
the ASZ (SIZ). This vertical velocity is of the expected scale and sign for these two zonal regions where upwelling 
is expected (Gruber et al., 2019). Because we have used a mass budget to estimate w−h, our estimate includes both 
the effect of Ekman upwelling and other processes such as topography-driven or storm-driven upwelling.

A3. Estimated Parameters

We solve a non-linear system composed of the different monthly averaged budget equations for DIC and O2 to find 
the missing parameters: the eddy diffusivity (κz), the respiration quotient (𝐴𝐴 R𝑂𝑂2

 ) and the monthly biological flux of 
DIC (Fbio). We find an eddy diffusivity of (6.83 ± 5.8)×10 −5 m 2 s −1 ((2.95 ± 2.5)×10 −5 m 2 s −1) for the ASZ (SIZ) 
(see Sections 3.5 and 5 for more information). We find a respiratory quotient of −0.65 ± 0.16 (−1.59 ± 0.26) 
for the ASZ (SIZ). The canonical value for the oxygen to carbon ratio is −1.45 (Anderson & Sarmiento, 1994). 
However, DeVries and Deutsch (2014) found important latitudinal variations in the amount of oxygen consumed 
by unit of phosphate released during respiration 𝐴𝐴

(
𝑅𝑅𝑂𝑂2∕𝑃𝑃

)
 . In the high-latitude Southern Ocean in particular, they 

find that 𝐴𝐴 𝐴𝐴𝑂𝑂2∕𝑃𝑃 increases from about 50 to 200 between 47°S and 70°S. When we convert 𝐴𝐴 𝐴𝐴𝑂𝑂2∕𝑃𝑃 to the respiratory 
quotient 𝐴𝐴

(
𝑅𝑅𝑂𝑂2∕𝐶𝐶

)
 using 106C:P, we find that we see a latitudinal variation of similar magnitude from the ASZ to 

the SIZ. The magnitude of the monthly averaged biological flux of DIC obtained from the optimization scheme 
and its clear seasonal cycle are as expected with a strong uptake of carbon during the spring bloom, stronger in the 
ASZ than in the SIZ (Figure S5 in Supporting Information S1). The positive flux of carbon in winter, indicating 
dominance of respiration over photosynthesis, can be explained by the severe light and micro-nutrient limitations 
in the high-latitude Southern Ocean.

A4. Error and Correlation of Each Variable Used in the Monte Carlo Simulation

We record the error and correlation of each variable used in the Monte Carlo simulation in Table A1.

Variable Error Unit Correlation Source

T 0.002 °C Uncorrelated (Wong et al., 2020)

S 0.01 PSU Uncorrelated (Wong et al., 2020)

P 2.4 dbar Uncorrelated (Wong et al., 2020)

O2 3 μmol/kg Uncorrelated (Johnson et al., 2017)

TA 8.74* μmol/kg Uncorrelated (Carter et al., 2018)

pH 0.007 total Uncorrelated (Johnson et al., 2017)

N 0.5 μmol/kg Uncorrelated (Johnson et al., 2017)

ΔSICSIZ 3.45 × 10 8* m 2/day Uncorrelated (Hersbach et al., 2020)

ΔSICASZ 4.23 × 10 7* m 2/day Uncorrelated (Hersbach et al., 2020)

SIT 20% N/A Uncorrelated (H. Li et al., 2018)

Table A1 
Error and Correlation of Each Variable Used in Monte Carlo Simulation
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Data Availability Statement
The Southern Ocean Carbon and Climate Observations and Modeling (SOCCOM) snapshot of quality-controlled 
data from 22 December 2020 (Southern Ocean Carbon and Climate Observations and Modeling Project, 2021) 
is available from the SOCCOM project at http://doi.org/10.6075/J0B27ST5. We also utilize the European Centre 
for Carbon Medium-Range Weather Forecasts (ECMWF) ERA5 atmospheric reanalysis product (Hersbach 
et al., 2021) and the Ocean Reanalysis System 5 (ORAS5) (Copernicus Climate Change Service, 2021) both 
available at https://cds.climate.copernicus.eu/. Other data sets used include the SeaFlux harmonized sea-air 
CO2 fluxes (Gregor & Fay, 2021) available at https://doi.org/10.5281/zenodo.5482547, the Roemmich-Gilson 
Argo Climatology (Roemmich & Gilson, 2009), available at https://sio-argo.ucsd.edu/RG_Climatology.html and 
based on the Argo data (Argo, 2021), and the ETOPO1 Global Relief Model (NOAA National Geophysical Data 
Center, 2009) available at http://dx.doi.org/10.7289/V5C8276M.
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Ocean Observing System. Generated 
using Copernicus Climate Change 
Service information (2021). Input from 
B. Carter and N. Williams is gratefully 
acknowledged.

Variable Error Unit Correlation Source

SI transport 20% N/A Uncorrelated

SIh 20% N/A Uncorrelated

(Precip. - Evap.) 1.24 × 10 −7* kg/m 2/s Uncorrelated (Hersbach et al., 2020)

𝐴𝐴 (𝜏𝜏𝑥𝑥∕𝜌𝜌𝜌𝜌 )𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 0.00246* m 2/s Uncorrelated (Hersbach et al., 2020)

𝐴𝐴
(
𝜏𝜏𝑦𝑦∕𝜌𝜌𝜌𝜌

)
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

 0.00167* m 2/s Uncorrelated (Hersbach et al., 2020)

𝐴𝐴 𝐴𝐴𝐴𝑔𝑔𝑔𝑔𝑔𝑔-𝑖𝑖𝑖𝑖𝑖𝑖𝑔𝑔𝑖𝑖 20% N/A Uncorrelated (Gray & Riser, 2014)

Fair−sea−C 0.506* mol/m 2/yr Correlated in time (Gray et al., 2018)

𝐴𝐴 𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎−𝑠𝑠𝑠𝑠𝑎𝑎−𝑂𝑂2
 20% N/A Correlated in time (Bushinsky et al., 2017)

Note. *average error from field of individual errors.

Table A1 
Continued
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